STAT253/317 Lecture 11

6.5. Limiting Probabilities

Definition. Just like discrete-time Markov chains, if the probability
that a continuous-time Markov chain will be in state j at time t,
Pji(t), converges to a limiting value P; independent of the initial
state /, forall i € X

Pj = lim P,'j(t) >0

t—00

then we say P; is the /imiting probability of state j. If P; exists for
all j € X, we say {P}}jcx is the limiting distribution of the process.

Remark. If lim;_,o Pjj(t) exists, we must have

lim Pj(t) = 0.

t—00
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Balanced equations

Recall the forward equations P’(t) = P(t)Q
If you set t — oo, you have

0=p'Q,
where p = (P, Pa,...) "
This is the same as saying that

viP; = Z Piqij forall je X
KEX k]
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Interpretation of the Balanced Equations

viPi= > Pray
KEX k#j

vjP; = rate at which the process leaves state j

Z Piqij = rate at which the process enters state j
keX k#j

Balanced equations means that the rates at which the process
enters and leaves state j are equal.

The limiting distribution {P;};cx can be obtained by solving the
balanced equations along with the equation Zje)( P; =1.

Remarks. Just like discrete-time Markov chains, a sufficient
condition for the existence of a limiting distribution is that the
chain is irreducible and positive recurrent.
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Examples

» Poisson processes: p, =0, A\, =Aforalln>0
vi=A, Piiv1 =1, @Giit1 =viPjiy1=A
Balanced equations:
viPi=Pi_19i-1; = APj=APi.1 = P;=Pj

No limiting distribution exists. The chain is not irreducible.
All states are transient.

» Pure birth processes with )\, > 0 for all n
No limiting distribution exists. All states are transient.
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Birth and Death Processes

For a birth and death process,

v = Ao,
vi = Ai+pi, i >0
Po1 =1, _ i1 = viPiix1 =M, 1 >0
Piiy1 = ﬁ, >0 Gii—1 =ViPiji—1=pi, i >1
P,',,',l = )\ii’-ui, i>0
P,"J':O If‘l—j‘>1
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Balanced Equations for Birth and Death Processes

The balanced equations v;P; = Zkex’k# Piqy; for a birth and
death process are

MoPo = p1P1

(11 + A1) P1 = XoPo + p2oPo,
(12 + X2)P2 = A\ Py + p3Ps,

(,UJnfl + )\nfl)Pnfl = M—2Pn2+ ,UnPn
(/Ln + )\n)Pn = Anflpnfl + ,UnJrl'DnJrl

Adding up all the equations above and eliminating the common
terms on both sides, we get

)\nPn:/Jn—f—l'Dn—i—l n>0,
We hence just need to solve A\, P, = pip41Pnpy1 for the limiting

distribution.
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6.6. Time Reversibility

Definition. A continuous-time Markov chain with state space X is
time reversible if

Piqij = P;qji, foralli,j € X (detailed balanced equation)

If a distribution {P;} on X satisfies the detailed balanced equation,
then it is a stationary distribution for the process.

Example. We have just shown that for Birth and Death processes,
the balanced equations would lead to the detailed balanced
equations, which are

AnPn = pint1Pny1, n>0
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Limiting Dist'n for Birth and Death Processes

Solving AnPn = pint1Pnr1, n > 0 for the limiting distribution, we
get
An—1 An—1An—2 An—1An—2--+ Ao

P, = Pp1=—— Pro=...= Po
Hn Hn Hn—1 Hnfn—1 - H1

To meet the requirement 77/ P, = 1, we need

ZPn = P0+Poz An-1An-2 " Ao =1
n=0 n=1 Hnbn—1-"" H1

In other words, to have a limiting distribution, it is necessary that

o0

AOAL - Ap—
Z 0Nl n1<OO
M2 - - - hn

n=1
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Limiting Dist'n for Birth and Death Processes (Cont'd)

If >0, % is finite, the limiting distribution is

1

oo AOAl An—1
1+Z" 1 pipz-pn

Py =

and
AOAL -+ Ak 1/(/~L1M2 Mk)

00 AgAr- ’
1+Zn 1 12 Mn

Py = k>1
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Lemma: (Ratio Test) If a, > 0 for all n, then

i {< 00 if liMpsac an/an_1 < 1
an
=1

=00 if limpso0an/an—1>1

AQAL - Ap—
For a, = M, an/an—1 = Apn—1/1n. By the ratio test, if
12 -+ fbp
An—
lim 221 <1,
n—oo /J/n
then Y2 a,=> 02, % < 00, the limiting distribution

Ieiizt;ple 6.4 Linear Growth Model with Immigration
Pn = N, Ap=nA+0

Using the Ratio Test,
An—1 . (n=DA+06 X

lim = lim ——— = —
n—oo i n—o00 ny %

So the linear growth model has a limiting distribution if A < p.
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Example 5.5 (M/M/1 Queueing w/ Finite Capacity)

> single-server service station. Service times are i.i.d. ~ Exp(u)

» Poisson arrival of customers with rate A
» Upon arrival, a customer would

> go into service if the server is free (queue length = 0)
P join the queue if 1 to N — 1 customers in the station, or
» walk away if N or more customers in the station

Q: What fraction of potential customers are lost?

Let X(t) be the number of customers in the station at time t.

{X(t), t > 0} is a birth-death process with the birth and death
rates below

0 ifn=0 A if0<n<N
Hn: . and )\n: .
poifn>1 0 ifn>N
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Example 5.5 (M/M/1 Queueing w/ Finite Capacity)

Solving A\nPn = ptny1Pny1 for the limiting distribution

P1 = (A 1)Po
P> = (A u)P1 = (A 1)?Po

P; = (A1)’ Po, i=1,2,....N

Plugging P; = (\/p)' Py into Z,,'V:o P; = 1, one can solve for P
and get
1-X\/p .
Pi=—+—"——(\ !
T (/v M
Answer: The fraction of customers lost is Py = M()\/u)

1-(\/p) N+1
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Duration Times for Birth and Death Processes
Let

T; = time to move from state / to state i +1, i=0,1,....
Suppose at some moment X(t) = /. Let

B;j = time until the next birth ~ Exp(\;)
D; = time until the next death ~ Exp(u;)

Then
) B if the next stepis i — i+ 1, i.e., B; < D;
T {D,- + Ti—1+ T ifthenextstepisi—i—1, ie, D;<B;
— min(B;, ;) + {(;_ * ff B; < D;, occur w/ prob. /\"3:“"
i—1+ T/ if Di < Bj, occur w/ prob. pysuy

Note

» T has the same distribution as T;
» T;_1 and T/ are indep. of B; and D; because it's Markov
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Duration Times for Birth and Death Processes

Taking expected value of

0 if B; < D, b. 2
T; = min(B;, D)+ I ’ i oceur w/ pro Aitui
Ti_1+ T if Dj < Bj, occur w/ prob. A-iu-
we get
. i
E|T;] = E[min(B;, D;)] + (E[T;_1] + E[T;
[T = Blmin(B;. D) + (ELTi-a] + EITY) -5

1 Wi
- + E[T;_] +E[T;
Ai i )\i+Mi([ 1 [7i])

We obtain the recursive formula

NE[T] = 1+ wE[Ti_1]
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Duration Times for Birth and Death Processes (Cont'd)

Since Tg ~ EXp()\o), ]E[To] = 1/)\0.
Using the recursive formula \;E[T;] = 1 4+ w;E[T;_1], we have

1
E[To] = i
1
E[T1] = -+ CETo] = 5+ A’fAO
1 w1 1 1 2 Ha2pi
E[T)] = — + 2 )= = 2
[Rl=5 45 <>\1 + >\1>\0> YLD W WS W W
1w 1 Wi Mifbi—1 - - H2fi1
E[T]=— + YE[T,_1] = —
7] Ai * A [Ti-a] Ai * Aidic1 L AiNi—1 - A2A1 A0
) ik
B i—j+l
Y 1+ZH Ai—j
k=1j=1
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